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There is a simpler alternative to traditional real-time broadcast video service transport.  This alternative 
uses the Internet lingua franca, HTTP, in the form of MPEG-DASH adaptive bitrate �live� profile.  In t his 

paper, the phrase �traditional real-time broadcast�  is given context and then followed by a brief 
introduction to MPEG-DASH.  The old and new are contrasted, and finally the end-to-end quality of 

service delivery with MPEG-DASH is investigated.�
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Traditional real-time broadcast video services are often considered to be Standard Definition and 
High Definition compressed below 20Mbps using either MPEG-2 or Advanced Video 
Compression (AVC). Synchronized Audio usually includes 2 to 6 channels PCM, AAC, or HE-
AAC. Ancillary data, such as closed captions, may also be present.  Transport of these 
compressed signals is then required among and between two or more locations and using a 
variety of techniques.  The encoded audio, video, and ancillary channels are multiplexed into a 
Transport Stream then wrapped, seven per Ethernet packet, for IP delivery (MPEG-2 TS/IP or 
SMPTE 2022-2).  This is also called Light Contribution or Primary Distribution. 
 

Example 1: Station Group Centralcast using Constant Bitrate MPEG-2/AAC frame compression 
over high bitrate private networks using Forward Error Correction (FEC) packet recovery.   ��
�
!�����
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	����
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Example 2: Special Event Live-to-Air using Variable Bitrate AVC/HE-AAC compression with 
buffering and Automatic Repeat reQuest (ARQ) packet error recovery from the field to a 
production center.   ��
�!���#����
�	���$���%
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The Motion Pictures Engineering Group (MPEG) created the international standard Dynamic 
Adaptive Streaming over HTTP (DASH) as a means to converge from many into one the existing 
family of Adaptive Bitrate (ABR) distribution technologies: Apple HTTP Live Streaming, Microsoft 
Smooth Streaming, and Adobe Flash.   All of these must have an input video source that is 
encoded and pre-processed in sequential time slots and then delivered as files, where each file 
contains the compressed media for one time slot.  The number of video frames per time slot is 
typically both fixed and between 30 and 600.  These files are called �segments� and have the 
special property of being capable of stand-alone decode.  In other words there is no motion 
prediction across file boundaries.  The audio is in a separate file and shares a presentation 
timeline with the video for synchronization.  "�& '�()*�
��
	������������(�+� 

Today, ABR is primarily used for video-on-demand (VOD).  
However, live ABR, specifically the MPEG-DASH �Live� profile, 
is beginning to attract attention.  The two big differences 
between Live ABR and VOD ABR are time synchronization of 
the seek logic and the complexity in the decoder rate 
adaptation.  For example, when the decoder first detects 
network trouble, does it immediately abort and adjust to a lower 
quality or wait with potential disastrous consequences of buffer 
underun?   

Lastly, MPEG-DASH allows for encapsulation in an 
appropriately flexible and standardized format called ISO Base 
Media File Format (ISO-BMFF or MP4).  ISO-BMFF is 
specifically designed for multi-media file transport and better for 
ABR than MPEG-2 TS/IP. 

This whitepaper is focused on real-time live ABR. 
 
How can file transfer be Low Latency?   
It�s Relative 

The minimum end-to-end latency of ABR is typically between 5 
and 60 seconds limited primarily by how many frames are 
encoded in each segment file.  At 720p60 fps (frames per 
second), if the encoder is configured for segment file duration 
of 600 frames then it takes at least 10 seconds to accumulate 
and encode.  Plus 10 more seconds are buffered during file 
receive and decode.  Finally adding transmission delay and 
error recovery increases end-to-end latency up to 30 seconds.   
 
 
*���������
�������!�������	�
�	�����	��

	�������������

�	
�
���
���������
�����
�	������
�������������	
'��'�	
�

����	���
������
��������	���������	�!
�������	
�,���

 

�Note: Adaptive Bitrate 
can be confusing. Just be 
aware that in this context, 
adaptive refers to the 
decoder �adapting to 
network conditions�.  
Adaptive does not refer to 
the encoder dynamically 
changing the level of 
compression.  The ABR 
encoder is designed to 
simultaneously output 
many versions of the 
compressed video as files 
distinguished by the 
quality in direct proportion 
to the file size.  In other 
words, the bigger the file 
size the higher the 
quality.   

� 
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ABR transport is started when the Decoder requests to pull media files from the Encoder�s built-in 
web server using the HTTP protocol.  Pulling files using HTTP requires the establishment of a 
reliable two-way communication path using the Transmission Control Protocol (TCP).   

TCP lies in contrast to existing methods where Video over IP data packets are pushed from the 
Encoder to the Decoder typically using the one-way User Datagram Protocol (UDP) protocol, 
commonly called TS over IP (TS/IP).  UDP reliability is enhanced by the number of Forward Error 
Correction (FEC) packets delivered with the media packets.  The more FEC packets sent, the 
more reliable the service. 

(�+�������-����
����������
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	������
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����������$����

 

TCP UDP 

TCP is suited for applications that require high reliability, and 
transmission time is relatively less critical. 

UDP is suitable for applications that need fast, efficient 
transmission, such as games.  

TCP handles reliability and congestion control. There is no ordering of messages and no tracking connections. 

There is an absolute guarantee that the segment file remains 
intact. 

There is no guarantee that the packets sent will reach the 
destination. 

TCP is slower due to automatic repeat request (ARQ) round-trip 
time.  

UDP is faster because there is no repeat request. 

  
 
 
 
 
 
  

TCP packets are buffered at decoder.  
Lost packets are requested again.  
.���
�����
����������
��	������
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Aqua = estimated throughput 
Navy = chosen quality level 
Green = video buffer level 

UDP packets are buffered at decoder and 
lost packets are detected in the buffer 

and recovered using FEC.   
$	
�����
���	
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Data packets are Blue 
FEC packets are Red 

�



9 

 

���� �����	
���
����	��
��	��������	
����	���	��������	�����	���� �����  

    
�������	��	
�
����	�����
������	

Bandwidth  measured in bits/second is the maximum rate that information 
can be transferred.  �-�� �
��� ���
�
/�� ���� �!� ���� ���
������ ��	
�

�����
0���$������
��"$)������	��	�
	��
��	����

Throughput  measured in bits/second is the actual rate that information is 
transferred.  ��-���
����
������������������������$����
��������� ����

Latency  measured in milliseconds is the delay between the sender and the 
receiver. This is mainly a function of the packets travel time, and processing 
time at any nodes the information traverses.  %���	����
���
������-��(+.��
$���
��	����!!����
��������	����

Jitter  measured in milliseconds is the variation in the time of arrival at the 
receiver of the packets���1
����
���2
��������������
���3$����	
��-�4��
�� �
������������������������������������
���

Error rate  is the number of corrupted bits expressed as a percentage or 
fraction of the total sent.  0����-���������������
�������������
�
	�
�����	���3)����	��&�����+���4�   0���$���������������
�������������
�
	�
��������3�������&�����+���4�  
 

TCP failures will cause ABR file transfer 
failure.  At the decoder, this is corrected by 
pulling a different file that is smaller in size.  This 
is repeated until the file arrives or the buffer 
underruns.  When throughput later increases then 
the decoder again pulls the higher quality 
segments. 

UDP failures will cause packet loss.  At the decoder, 
FEC and ARQ can be added to correct the packet 
loss.  FEC adds latency and overhead.  ARQ also 
adds latency and requires a two-way communication 
channel.  Video errors result if the lost UDP packet is 
not corrected in time. 
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ARQ is an algorithm for reliable  
two-way communications.   
ARQ is part of TCP.   
ARQ can be added to UDP. 
 

 
1.  Decoder Requests to start 
video.  This is optional with UDP 
since Encoder is allowed to start 
at any time 
2.  Encoder begins to transmit 
packets to Decoder 
3.  Decoder detects lost packet 
due to timeout delay in buffer and 
requests a re-transmission 
4.  Encoder sends replacement 
5.  Decoder acknowledges good 
packets 
��������5�(+.�
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